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ABSTRACT 

The current issue of locating, diagnosing, and treating cancer and other diseases linked to 

specific target genes necessitates the creation of a reliable system for precisely identifying 

target genes that are initially extracted from a human chromosome. Current methodologies 

often suffer from overlapping gene regions in the target gene that occurs during the analysis 

process, which can have a substantial impact on the accuracy of the results. Our 

recommended approach, which was the appropriate model to apply for this particular 

problem, is set to enhance the analytical process by utilizing neural networks' U-Net with 

an attention mechanism. We were able to extract a result with 97.8% Validation accuracy 

from our proposed model by streamlining the process and generating more precise and 

timely results. 
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CHAPTER 1. INTRODUCTION 

A probe is a single-stranded genetic material or sequence of RNA that is used to look for 

its complementary sequence in a sample genome[1]. Researchers can use the probe for 

testing different diseases and conducting research Researchers, for example, can employ 

probes to scan the genome for extra copies, which are typically found in tumors, or missing 

copies of specific areas of the genome, which are present in inherited diseases and cancers.  

Probes are used in various laboratories for multiple purposes. The first step in the process 

is culturing the DNA to find the target gene. The probing method is utilized to locate the 

target gene because genes reside in specific locations of cells and tissues. When retrieved 

using the culturing technique, a significant amount of useful information is lost. Once this 

procedure is completed, the target gene will be transferred to a lab for further research. 

Upon receiving the target genes, lab technicians follow specific steps for analysis. Before 

a better methodology was available, technicians analyzed each gene separately using the 

challenging manual microscopy method. This method was then replaced with on-screen 

analysis of digital images, providing substantial practical advantages [2]. This made it 

simple to complete the process and get an outcome that was better than the manual method. 

It was an effective approach to enhance productivity temporarily. However, subsequent 

issues arose after its implementation. As the images were scanned for analysis, an overlap 

in the probes began to occur, posing a significant setback in the healthcare industry. 

Analyzing the digital images simplified the process and improved outcomes compared to 

the manual method. Furthermore, this approach enhanced productivity. Furthermore, this 

solution was a good approach to increase productivity. However, due to overlapping gene 



 2 

regions, certain complex images appear during the scanning of the target genes that are 

more complex than those that are common. For example, when the target genes are 

extracted using the Fluorescence in Situ Hybridization (FISH)[3],method some gene 

regions overlap with other regions complicating the gene identification process. 

Furthermore, these overlaps require manual analysis to ensure accurate segmentation of 

the physical properties of each gene region is preserved. This hinders the efficiency of the 

current gene analysis process which is optimized for non-overlapping gene regions only. 

Thus, detecting these overlapping gene regions and understanding the characteristics of 

each of these regions is of pivotal importance in gene research and thus impacts the 

healthcare industry in a broader sense. 

1.1 Scope of the Project and Contribution  

This work aims to develop an enhanced and optimized technique utilizing deep 

learning techniques for the identification of overlapping gene regions that often go 

unnoticed. To do this, we've developed a convolutional neural network (U-Net) model with 

an attention mechanism. The attention allows the model to concentrate on the most 

important pixels in the input image, increasing prediction accuracy. The proposed model 

substantially improves the accuracy of detecting overlapping gene regions and thus, 

improves the performance of gene analysis. To build the proposed model, we used the 

overlapping image dataset [4] containing images of both overlapping and non-overlapping 

genes. We also conducted a comparative performance study with existing methods. From 

our experimentation, we observe that the proposed model outperforms the existing models 

and has an accuracy of 97.8% in detecting overlapping gene regions. 
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1.2 Organization of the Report  

The report is organized in the following manner. In chapter 2, we present an 

intensive literature review that discussed various approaches to detect overlapping gene 

regions. In chapter 3 we describe the U-Net architecture background of our model Then, 

in chapter 4, we go over our proposed model which was trained on the overlapping image 

dataset. In chapter 5, we present the results from our proposed model in detecting 

overlapping gene regions. Finally, chapter 6 presents the concluding remarks. 
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CHAPTER 2. LITERATURE REVIEW 

 The world is rapidly embracing the machine learning era. Numerous studies have 

been conducted on image segmentation and overlapping images using deep learning and 

other techniques. While most of the studies currently in use that we looked at do not use 

Gene region images, they still assure that the model that we used outperform models. 

Rather, this study, for instance, uses photos of disasters to automate and visualize the 

procedure. The goal of the research is to localize and classify damaged buildings at one 

time. To achieve this goal the author adopts the U-Net attention mechanism for model 

construction. A broad concept, the attention mechanism is now most frequently used in 

combination with the encoder-decoder framework but is independent of any one 

framework [5]. Essentially, this mechanism enables a neural network to focus on a specific 

subset of its inputs or features. Because of the attention mechanism, when information is 

chosen, it computes the weighted average of the N inputs before moving on to the following 

block. The U-Net’s component includes an attention mechanism. After the 

experimentation, the author concludes that what channels are more crucial for the current 

task can be communicated to the network using the U-Net SE module. The data doesn't 

seem to have as much of a need to choose significant channels as photos with hundreds of 

channels do. The attention mechanism on the channels will work more effectively as the 

number of channels rises. After it was used to train various networks, and the F1 results on 

the verification set were compared. The U-Net model with the attention mechanism on two 

dimensions performs the best of them all [6], [7]. 

Furthermore, some papers suggest combining the U-Net model with different methods such 

as Test Time Augmentation. In order to adapt the model to various data sources, including 

street view data and lower resolution remote sensing data, the author plans to explore 

multiple techniques. The main proposed method is using U-Net architecture created by 
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This architecture comprises two paths that are joined by concatenating the respective up-

sampling and down-sampling layers on each path, resulting in a stable and accurate 

segmentation outcome [8]. Because of its form, it produces a segmentation result that is 

steady and accurate. The U-Net in this research paper is used with test time augmentation 

distinguishing it from the proposed method. During training, test time augmentation 

multiplies and alters the training data. There are a total of 15 training epochs employed, 

and the Keras Python library with TensorFlow is used for deep learning for this model [8]. 

The author concludes the paper by emphasizing on when test time augmentation is used 

for the training dataset, the model has a higher likelihood of accurately capturing the shape 

of overlapping chromosomes, which enhances prediction accuracy and test image quality. 

This is how it affects the result in terms of increasing the semantic segmentation accuracy.  

The U-Net model is still the favorite one for biological image segmentation. There are also 

some other models that can perform well for image segmentation purposes. Alex-net with 

attention mechanism is the other model that some researchers recommended for biological 

image segmentation. Combining attention mechanism with Neural networks is really one 

of the best ways to have a better segmentation for our image. For example, one of the 

research projects primarily analyzes how the attention mechanism works and how it might 

be used to identify micronuclei in a cell picture. Which cell pictures or micronuclei are 

very small and need to have an attention weight toward the target part of the image [9]. To 

extract cell image elements and create attention maps highlighting the area of interest, two 

attention modules are used. Researchers use data augmentation and focus loss to lessen the 

impact of the issues in the data set. The author compares Alex-net and other convolutional 

Neural networks and claims that AlexNet has outperformed all the other CNNs by 

comparing it based on different data sets. We have seen throughout the literature review 

that authors are trying to prove that their models are accurate and better performers than 

other models. Using AlexNet to detect biomedical images since it is more effective and 
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sufficient to complete the task. Even though the outcome was achieved by combining Alex-

net and the attention mechanism. While the classification performance is improved by the 

attention mechanism, the strategy produces better outcomes using the same inputs. 

In the field of image segmentation, combining attention mechanisms with other models 

produces a lot more fruitful outcome. A strategy based on improved U-Net is suggested by 

several researchers to lessen the segmentation loss of insulators in aerial photographs 

which needs a better view in the image. The enhanced process requires combining the 

attention mechanism with U-Net., In the coding stage of the U-Net network model, the 

method embeds ECA-Net in each preliminary effective feature extraction layer [10]. The 

U-Net SE module's fully connected layer operations are optimized in a 1-dimensional 

sparse convolution algorithm. The technique significantly lowers the number of parameters 

while maintaining an impressive level of performance. The F1-Score is presented as a more 

thorough assessment of the classifier's performance [11]. In order to evaluate the 

algorithm's effectiveness objectively, the author of this work uses three widely used 

indicators. For a total of 200 Epoch iteration cycles, the model in this study is trained [12]. 

This model freezes a portion of the neural network for training in the first 50 epochs of 

training to expedite training and prevent weights from being lost during the early stages of 

training. A method has been created by a research team to increase the precision with which 

various insulator kinds may be separated against complex backdrops. The approach 

involves embedding ECA-Net into the original U-Net model's downsampling section [12]. 

The proposed method aims to enhance the precision with which various insulator types can 

be identified against complex backgrounds.  

 

Although combining attention mechanisms with other models appeared to be the preferable 

strategy, the model in question was still ambiguous. U-Net appeared to be the most 
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trustworthy image segmentation model after all the reviews. A lot of the research paper 

explains deeply how U-Net is more effective than other models. From the review what we 

learnt is that U-Net has become more applicable to any image segmentation problem. The 

model includes a symmetric expanding path that allows exact localization and a contracting 

path to capture context [13]. The fundamental idea of the model is to replace a typical 

contracting network with layers as a supplement, with upsampling operators taking the role 

of pooling operators. This model can be combined with an object detection algorithm to 

create a system that can run on whole microscopy images. Then, using the U-Net as a 

foundation, an image segmentation algorithm can segment overlapping gene regions. 

In conclusion, the comprehensive literature review highlighted a variety of strategies for 

biological image segmentation, ultimately confirming the efficacy of the U-Net and 

attention mechanism approach. We initially gathered the models that are applicable for 

biological image segmentation based on the research papers in order to determine which 

technique would be the best. The U-Net has proven to be versatile and applicable to a wide 

array of image segmentation challenges. It has been demonstrated that the U-Net is 

adaptable and suitable for a broad range of image segmentation problems. The solid 

performance of the model is demonstrated by its ability to accurately detect gene regions 

using a combination of U-Net and the attention mechanism. To detect overlapping gene 

regions a crucial area that has not received much attention, more research is required to 

examine the application of the U-Net and attention mechanism. 
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CHAPTER 3. BACKGROUND  

3.1 Convolution   

Convolution plays an essential role in the machine learning world that originated from 

mathematics and is used commonly in convolutional neural networks (CNN). Convolution 

is best described in mathematical way as a combination process of two functions to create 

a third one [14]. There are multiple types of convolution operation, each serving different 

purposes. There are three main types of convolutions: 1D convolution, which is applied to 

sequences or time series data; 2D convolution, usually used in image processing; and 3D 

convolution, frequently used for video data or high-dimensional medical pictures. Each 

serves specific purposes. [15]. In our research paper we use a 2d convolution layer which 

is common for a biomedical image. Convolution is used to extract features from an image 

which makes it vital in several deep learning techniques. Here we have used a simple 

analogy to explain this concept. In our everyday life, we look at things and learn what they 

are and can recognize them in the next glance. This is achieved by separating some features 

in one section of the image from another based on brightness, color, and shape differences. 

The same concept applies in convolution, it extracts useful features from an image. In a 

CNN, these features are fed to a classification layer which is trained to recognize the image 

based on these features. This procedure allows the network to learn structures that are 

hierarchical by capturing specific patterns. This process involves the use of 2D convolution 

in image segmentation and classification tasks. The example in Figure 1 shows how useful 

features are extracted from an image using matrix. The 3x3 matrix is multiplied by the 
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input 4x4 matrix to produce the convolution output. The feature map displays the strengths 

at each location in the images the stronger the feature the brighter the pixel [16].  

 

 

Figure 1 A convolution in a 4x4 image and a filter sized 3x3 and bias 1x1  

3.2 Pooling  

Pooling is a common method used on CNN. It offers a way for down sampling feature 

maps by adding the features in feature map patches. There are two common techniques to 

pooling, the first being average pooling and the second being max pooling. The average 

presence of a feature is determined by average pooling, whereas max pooling selects the 

most activated features or the greatest value in the matrix.[17]. 

Max pooling is a type of procedure that is commonly used in CNN to downsample the 

feature map from a given image while maintaining useful information. In our model, we 

used max pooling, which is applied after each convolution layer and takes the maximum 

[16] 
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Figure 2 shows how max pooling work in a matrix way  

 

value from each window and passes it to the next layer of the network as shown in Figure 

2. Max pooling discards some information from the feature map, reducing the risk of the 

network overfitting to the training data. Moreover, it offers another advantage: the loss of 

certain features during downsampling diminishes the number of network parameters, 

leading to a reduction in the computational resources required for training and testing the 

model. 

 

  

[31] 
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3.3  Attention  

As the term indicates, attention is a strategy used in many neural networks to focus on the 

most significant parts of the input data[18]. It has evolved into a fundamental element in 

deep learning models, particularly prevalent in natural language processing (NLP) and 

image recognition applications. Attention really implies what the definition stands for; it's 

only used in diverse ways depending on the problem. For example, if you are looking at 

Figure 3 on a street and someone says, "The yellow taxi is mine," your attention will be 

directed to the photograph in search of a yellow cab, ignoring everything else in the 

photograph.  

 

Figure 3 An image example to describe attention mechanism in a real-world way  

There are different kinds of attention mechanisms like Soft attention (Each input element 

is assigned a probability, allowing the model to pay attention to numerous elements at the 

same time), Hard attention (makes a hard judgment on which input is crucial for each 

[32] 
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position.), Self-attention (this allows the model to focus in different features in the same 

input), Additive attention (this combines the attention vectors using element-wise 

addition), Multiplicative attention (it combines the vectors using multiplication) and 

Concatenative attention (in this attention the vectors are concatenated before being applied 

to the transformers) are some of the many types of attention that are all used for different 

purposes [18]. 

When it comes to image-based works, there are two sorts of attention mechanisms that are 

applied with various models: spatial attention and channel attention. The emphasis of 

spatial attention is on the exact regions that are most relevant to the task. It figures out how 

to create a weighted map for each pixel in the feature. Weights are assigned to pixels that 

are more relevant to the task. Channel attention focuses on specific channels rather than 

the features therefore whichever channel has more relevance to the task will be given more 

weight. 

3.4 Upsampling and downsampling  

Upsampling and downsampling are operations that are frequently used processes, 

especially in relation to CNN and image processing. upsampling involves increasing the 

spatial dimensions of an input signal or image. Upsampling techniques used in CNNs 

include transposed convolution (also known as deconvolution) and bilinear interpolation. 

Transposed convolution upsamples the input using learnable filters, whereas bilinear 

interpolation computes new pixel values based on the weighted average of nearby pixels, 

resulting in smoother transitions. In contrast, downsampling is the process of lowering the 

spatial dimensions of an input signal or image. Max pooling is a typical downsampling 
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approach used in CNNs that retains the largest value in a small region while discarding the 

others. This procedure shrinks the size of the feature maps while still capturing important 

information and increasing computing performance [19].  

 

Figure 4 An original image on the left and up-sampled image on the right  

  

 

 

Figure 5 Original image on the left and down-sampled image on the right 

3.5  Encoder-Decoder Architecture 

[19] 
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The Encoder-Decoder architecture is widely used in deep learning for tasks like image 

segmentation, natural language processing, and speech recognition.[20] As shown in 

Figure 6, the Encoder receives the input and processes it, after which the Decoder produces 

the output after several stages.  

The architecture is made up of two blocks: encoders and decoders. The encoder block is in 

charge of processing the input and converting it into a representation that shows only the 

important parts of the input. The Encoded state is the name given to this representation. 

Each has elements such as self-attention and feedforward. The self-attention allows the 

Encoder to concentrate on various aspects of the input features. The feedforward layer 

transforms the processed input using nonlinear transformations, allowing Increased level 

of representation obtained from the input.[18] 

The Decoder on the other hand is in charge of generating the output from the encoded 

representation of the Encoder layer. It begins with the state from the Encoder layer as a 

starting point and generates the output one feature at a time. The Decoder layer also 

contains masked self-attention and feed-forward in Decoder block. The masked self-

attention ensures that it only attends to the present features so that it doesn’t look at the 

features that are going to come. The Encoder-Decoder architecture has proven to be 

effective in wide range of deep learning problems. 

   

 

Figure 6 The Encoder_ decoder Architecture  [35] 
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CHAPTER 4. METHODOLOGY  

4.1 Dataset 

In this study, we used a dataset previously employed in related research works [4]. The 

dataset primarily focuses on microscopic images of gene regions within the domain of 

biology and genetics. The data set was collected using thousands of semi-synthetically 

generated overlapping chromosomes [4]. The dataset consists of 13,434 microscopy 

images of target genes or gene regions. The validation of these images and their 

corresponding regions was conducted by multiple researchers  [21]. A sample picture from 

the dataset demonstrating the microscopic image and the ground truth is shown in Figure 

6. The red segment is the overlap between the two genes regions. similar to this example, 

all images within the dataset are accompanied by a ground truth label that identifies distinct 

areas within the picture. 

 

 

 

Figure 7 Sample overlapping Image and ground truth from the data 
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4.2 Image Preprocessing 

Data augmentation was used to improve the accuracy and diversity of the training data. We 

cropped and zoomed in on the images to improve the data. Cropping an image to a specific 

size, which enables image resizing to a common dimension. These functions work to 

prepare and improve our labeled image datasets, making them suitable for training and 

evaluation for the image segmentation task we will be performing. This helped in 

generating a more diverse set of images, mitigating the risk of overfitting. This contributed 

to the generation of a more diverse set of images, reducing the risk of overfitting. We were 

able to generate 13484 images for training the model using augmentation. An example 

image with this improvement is shown in Figure 6. 

4.3  Background for the Proposed Model 

We were able to identify various approaches to the detection of an overlapping gene region 

based on the literature reviews. Most of the suggested models had a rather low impact and 

low accuracy. According to the current state the problem still exists, and it is causing a lot 

of problems for the people who analyze the gene region. The analysis typically fails when 

separating the image from the background, where segmentation is a key component. 

Failing to detect the overlapping gene regions, which is a major setback for the procedure 

because of the gaps that are available here. 

Detecting the overlapping regions using U-Net and attention mechanism is a better 

approach to achieve the desired outcome according to research on previous work. The 
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Figure 8 Example of 2D Attention U-Net architecture   

 

architecture that we are going to use is U-Net. U-Net is a biomedical image segmentation 

convolutional neural network[22], [23]. The segmentation map generated by the model has 

been constructed to match the dimensions of the input image to shorten storage and 

processing [22]. By adding the attention gate to the model for a better result we can be able 

to obtain an accurate prediction compared to the ground truth. The purpose of combining 

the two, is images of the gene regions will have focus on some of the useful features using 

the attention mechanism [18]. It helps to enhance the model performance; The attention 

can automatically identify and highlight image segments that are the most valuable in the 

scanned image. For medical image analysis, single-layer features extracted from the image 

were used. Single layer features reflect the cell pictures just partially and have a limited 

amount of information [24]. By integrating deep and shallow characteristics, the attention 

mechanism in this network creates more relevant features [9]. After focusing on the part 

where the gene region tends to overlap, we use an image segmentation method to detect 

the signals.  

 

 

 

 

 

 
[33] 
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Figure 8 shows a basic 2D Attention U-Net architecture with three levels of downsampling 

and a detailed description of the skip connections' attention gate. Attention gates are an 

effective method to constantly Improve the U-Net in a variety of datasets without incurring 

significant computational costs. As training progresses, the network learns to concentrate 

on the desired area. The attention coefficients get better at highlighting important regions 

because of the differentiable nature of the attention gate, which enables training during 

backpropagation. 

 

Figure 9 A deep explanation of Attention Gate 

In Figure 9, the vectors 1x1 and the skip connection are the two inputs that the attention 

gate accepts. The network's next-lowest layer yields the vector, skip connection. Because 

the vector comes from a deeper section of the network, it has fewer dimensions and better 

feature representation. In Figure 9, vector 1x1 would be 64x64x64 (filters 1x1 height 1x1 

width), and vector g would be 32x32x32. [25]. In order for vector 1x1 dimensions to 

become 64x32x32 and vector skip connection dimensions to become 64x32x32, they each 

undergo a stride convolution. The two vectors' elements are combined. As a result of this 

process, aligned weights grow while unaligned weights shrink. The resulting vector is 

subjected to a 1x1 convolution and a ReLU activation layer, which reduces the dimensions 

to 1x32x32. The attention coefficients (weights) for this vector are produced via a sigmoid 

[34] 
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layer that scales the vector between [0,1], with coefficients closer to 1 representing more 

relevant information. Our model takes the U-Net architecture and combines with the 

attention mechanism to make the feature maps better during the decoding process. 

Applying this technique as discussed above will help to focus on the relevant features from 

the encoder when generating the output which increases the accuracy of our model. Our 

structure consists of different functions: 

The first function, the attention mechanism, operates on the encoder's features by giving 

some features more weight than others.  

The following two blocks are the decoder and encoder blocks, which both follow the 

standard U-Net structure[26]. In the encoder block we reduce spatial dimensions and 

increase the number of filters (depth). In the decoder block an up-sampled layer followed 

by the attention mechanism and it is the reverse of the encoder as discussed above.  

To ensure that the network benefits from the encoder's high-resolution features, the 

attention gate output is concatenated with the up-sampled features. Two convolutional 

layers with ReLU activations are applied to this combined feature map. 

Finally, by using the functions we construct a U-Net with attention model which consists 

of encoder block, decoder with an attention gate, bottleneck, and final layer. 
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4.4 Our Proposed Model  

The attention U-Net that we used for this task is made up of various functions and 

hyperparameters. The Attention U-Net architecture is made up of several encoder and 

decoder blocks that incorporate attention methods to improve feature representation. The 

encoder is made up of three blocks, each with two convolutional layers with 3x3 kernels 

and ReLU activation functions. These encoder blocks' aim is to gradually reduce spatial 

dimensions and increase the number of filters used to capture hierarchical information in 

the input image. The input dimensions for each block are determined by the output of the 

previous block, with the initial block taking the dimensions of the input image size 

(88,88,1) as shown in Table 1. The number of filters supplied in the code determines the 

output dimensions of each block.  

The decoder is an exact duplicate version of the encoder, with two decoder blocks. The 

attention gate module and transpose convolutions for upsampling are the two primary 

components of the decoder block. Before combining with the upsampled data, the attention 

gate module selectively filters and accentuates relevant features. Convolutional layers are 

used in the attention mechanism, with the 'inter_channel' parameter determining the 

number of channels. The attention gate output is concatenated with the upsampled features, 

and the resultant tensor is passed through two convolutional layers using ReLU activation 

functions. This procedure assists the model in recovering high-level spatial information 

that was lost during downsampling. 
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The final layer is a 1x1 convolutional layer with four output channels on for each 

segmentation job.  

Experimenting with different hyperparameter values in machine learning models, such as 

adjusting filter numbers, kernel sizes, and activation functions, allows you to evaluate the 

model's adaptability and performance across a range of complexities. Systematic 

experimentation assists in the identification of optimal patterns for specific tasks that 

balance accuracy, efficiency, and generalization, which is critical for improving model 

performance. Therefore, we decided to use the following hyperparameter that are shown 

in Table 1 for our model after trying different hyperparameters. 
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Hyperparameter Value Description 

Number of Classes (Output 
Channels) 

4 The number of output channels in the 
final convolutional layer 

Encoder Filters [64, 128, 
256] 

Number of filters in each 
convolutional layer of the encoder 
blocks. 

Decoder Filters [128, 64] Number of filters in each 
convolutional layer of the decoder 
blocks. 

Convolutional Kernel Size (3, 3) Size of the convolutional kernels 
used in the encoder and decoder 
blocks. 

Attention Mechanism 
Channels 

inter_channel Number of channels used in the 
attention mechanism when calling 
the attention gate 

Deconvolution Kernel Size (2, 2) Deconvolution kernel size used in 
decoder blocks. 

Pooling Size (2, 2) Size of the max pooling used in the 
encoder blocks. 

Activation Functions 'relu' and 
'sigmoid' 

ReLU activation is applied in 
convolutional layers for gating, while 
sigmoid activation is used in the 
attention mechanism. 

 

 

Table 1 Break down of each Hyper parameter from our model. 
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CHAPTER 5. RESULTS 

To evaluate the proposed model, we used different metrics that tell us the precision 

comparing the output image with the original image as shown in Figure 13. The weighted 

loss, accuracy, and Intersection over Union (IoU) [27] score, was utilized to evaluate the 

proposed model. The section below discusses how the metrics are calculated for the given 

segmentation problem. 

5.1 Metrics for Evaluation  

The one metric we used to evaluate the result is the IoU which is by dividing the area of 

overlap with the area of union. We can be able to obtain a score for it and evaluate it with 

the ground truth. The IoU measures the overlap between the ground truth and the predicted 

image[28]. It evaluates the overlapping region between the two to determine how well the 

predicted segmentation output fits with the actual ground truth. It computes the area where 

the anticipated and ground truth masks overlap in relation to the overall area of overlap and 

non-overlap. A high IoU indicates that the model’s predicted segmentation matches well 

with the ground truth and vice versa. If the IoU is low it indicates that potential issue with 

the model performance.  

The other metric used to evaluate the result of the model was loss. This quantifies the 

inconsistency of the prediction with the custom target [29]. These metrics must go down 

as the epoch changes. The decrease of the loss function indicates that the model is 

improving as it progresses through the specified number of epochs. The loss is calculated 

using the Mean Squared Error (MSE) loss function in our model. MSE assesses the average 
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squared deviations between predicted and true pixel values across all samples in image 

segmentation where the model predicts pixel values. This option tries to reduce the average 

squared error between the predicted segmentation and the ground truth labels.  

The third and main metric used was accuracy. As we all know, in various machine learning 

models’ accuracy is the main target we look for to justify if the model has performed well 

or not. The accuracy indicates the percentage of correctly classified instances. More than 

simply improving model capacity (uniformly) across all network layers, the addition of 

Attention Gate makes a big contribution to the score we obtained from the model. The 

standard accuracy metric is used to calculate accuracy, which is the ratio of correctly 

classified instances to the total number of occurrences in the dataset. 

5.2 Evaluation of Model Performance over Epoch  

 

Figure 10 Mean  Squared Error 
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Based on our experimentation when we were performing the training and validation over 

6 epochs our model performed well throughout the training process, the rising trend in both 

the accuracy and IoU metrics highlights the model's improved ability to discern and 

precisely outline objects within images as shown in Figure 11.The model appears to be 

learning complex patterns and features as it goes through multiple epochs, enhancing its 

ability to accurately identify and classify the overlaps in the dataset. The concurrent 

advancement of the accuracy and IoU metrics demonstrates the model's ability not only to 

recognize objects correctly but also to precisely their boundaries, demonstrating its 

potential for detailed image analysis and segmentation tasks. Furthermore, the model's 

outstanding results on validation data, which it did not encounter during training, 

demonstrate its ability to generalize well to previously unseen instances. This ability to 

perform well on previously unseen data indicates that the model has a solid understanding 

of the underlying structures and features of the things, allowing it to make accurate 

 

Figure 11 Training and validation IoU for different epochs. 
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predictions even in contexts that are unfamiliar. The model's continuous learning and 

refinement highlight its dependability and effectiveness in precisely categorizing, 

detecting, and delineating objects within various images, demonstrating its potential for 

practical real-world applications in image analysis and classification. The observed 

improvement in the accuracy metric, which reached 97.84% during training and 97.71% 

during validation, demonstrates the model's capacity to properly categorize and identify 

items within the images. Simultaneously, with a validation score of 96.33%, the IoU 

measure shows a consistent climb, suggesting the model's developing competence in 

precisely distinguishing object boundaries. These measures demonstrate the model's robust 

learning and potential for dependable performance in complex image segmentation tasks.  

 

 

 

Figure 12 Training and testing loss per epoch. 
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The model's capacity to reduce the variance between the expected output and the actual 

target labels is demonstrated by the improvement in loss throughout the training phase. 

Within the framework of our model, the loss function is an essential tool for measuring the 

difference between the ground truth labels and the predicted segmentation map [30]. The 

model learns to modify its parameters as training proceeds through each epoch to minimize 

the overall error between the true labels and the predicted segmentation outputs as shown 

in Figure 12. As a result, a decrease in the loss value suggests that the model is approaching 

a point where its predictions are more in line with the labels of the ground truth. Figure 13 

shows some examples of the prediction from our model. 

  

 

Figure 13 The input image, the predicted image, and the ground truth from left to 
right. 
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We also compared our model to earlier work on this exact problem, which used a U-Net 

model without an attention mechanism. The current model performs better in terms of IoU 

metrics and both training and validation accuracy as shown in Table 2 Result. Our model 

shows higher performance with a validation IoU of 97.23% and accuracy of 98.6%. The 

previous paper attained an IoU of 94.7% for the overlapping and 88.2% and 94.4% for the 

gene regions [21]. This shows that our suggested mode (U-Net with attention) has a 

stronger ability to perform image segmentation better. 

 

 

 

 

 

 

Table 2 Comparative study of the proposed model with existing models 

Research   Train 
Accuracy 

Train IoU Validation 
Accuracy 

Validation IoU 

Our Model ( U-Net 
with Attention)  

0.9903 0.9708 0.9896 0.9723 

Former model (U-
Net) 

N/A 0.9470 N/A 0.8820 
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CHAPTER 6. CONCLUSION  

In conclusion, the large improvements in both the accuracy and IoU metrics highlight our 

model's significant success in effectively segmenting complicated and overlapping gene 

regions, as demonstrated in Figure 5. By combining the improved U-Net with attention, as 

previously discussed, we have outperformed past techniques, delivering a significant 

increase in accuracy shown in Table 1 Result. This significant step underscores the critical 

role our model may play in genetic research and analysis, providing a more comprehensive 

and precise understanding of complex genomic landscapes. Our model has the potential to 

catalyze breakthroughs in overlapping gene region segmentation, leading to larger 

advances in genomic research and stimulating fresh insights into the intricacies of genetic 

structures due to its increased precision and capabilities. 

 

6.1 Future Work and limitation  

Despite the accomplishments, it is needed to see some limitation from the work. The 

model's performance may be influenced by variances in input data quality, and it may 

encounter difficulties in cases with a wide range of overlapping gene region patterns. 

Future research should investigate approaches to improve the model's robustness to 

different genomic images, as well as the scalability of the proposed approach to bigger 

datasets.  
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